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ARTICLE INFO ABSTRACT

Over the last years, the amount, variety, and complexity of neuroimaging data acquired in patients with brain
tumors for routine clinical purposes and the resulting number of imaging parameters have substantially in-
creased. Consequently, a timely and cost-effective evaluation of imaging data is hardly feasible without the
support of methods from the field of artificial intelligence (AI). AI can facilitate and shorten various time-
consuming steps in the image processing workflow, e.g., tumor segmentation, thereby optimizing productivity.
Besides, the automated and computer-based analysis of imaging data may help to increase data comparability as
it is independent of the experience level of the evaluating clinician. Importantly, Al offers the potential to extract
new features from the routinely acquired neuroimages of brain tumor patients. In combination with patient data
such as survival, molecular markers, or genomics, mathematical models can be generated that allow, for ex-
ample, the prediction of treatment response or prognosis, as well as the noninvasive assessment of molecular
markers. The subdiscipline of Al dealing with the computation, identification, and extraction of image features,
as well as the generation of prognostic or predictive mathematical models, is termed radiomics. This review
article summarizes the basics, the current workflow, and methods used in radiomics with a focus on feature-
based radiomics in neuro-oncology and provides selected examples of its clinical application.
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1. Introduction A timely evaluation of this amount of diagnostic information that

potentially can be implemented in clinical routine is costly and hardly

The diagnosis of brain cancer is predominantly based on neuroi-
maging findings, and, ultimately, the histomolecular evaluation of
tissue samples obtained from tumor resection or biopsy. For decades,
mostly anatomical neuroimaging techniques such as contrast-enhanced
computed tomography (CT) or magnetic resonance imaging (MRI) have
been used for brain tumor diagnostics, treatment planning, and follow-
up. More recently, the increasing number of additional imaging para-
meters primarily derived from advanced MRI and amino acid PET, as
well as technical developments such as the event of hybrid PET/CT and
PET/MRI scanners, generate a large amount of complex neuroimaging
data in patients with brain tumors.

feasible without considerable computer support. Here, methods from
the emerging field of artificial intelligence (AI) offer new options to
support clinicians further. In particular, Al provides the possibilities to
partially or fully automate various steps within the diagnostic routine,
so that especially time-consuming processes such as the manual de-
tection and segmentation of lesions are performed by a computer and
require only a final validation by a clinician. Furthermore, the speed of
image processing and analysis can be enhanced using Al-based
methods, thereby increasing productivity. Besides, the automated AI-
based analysis of imaging data may help to increase the comparability
of the obtained results as it is independent of the experience level of the
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evaluating clinician.

Moreover, Al offers the potential to extract yet undiscovered fea-
tures from routinely acquired images. Specifically, quantitative and
semi-quantitative image features can be extracted from routinely ac-
quired neuroimaging data, which are usually beyond human percep-
tion. Finally, subsets of these image features, combined with patient
information such as survival data, molecular markers, or genomics, can
be used to develop mathematical models that characterize the under-
lying brain tumor biology. Subsequently, these models can be used for
essential clinical questions, e.g., the assessment of prognosis or treat-
ment response, as well as the noninvasive diagnosis of molecular
markers. The computation, identification, and extraction of image
features, as well as the generation of prognostic or predictive mathe-
matical models, is summarized under the term radiomics [1-5], a
specialized application within the broad field of Al

This review article summarizes the basics, the current workflow,
and methods used in radiomics with a focus on feature-based radiomics
in neuro-oncology and provides selected examples of its clinical appli-
cation.

2. Radiomics

“Images are more than pictures, they are data”. This intuitive and
precise definition by Robert Gillies and colleagues nicely illustrates the
basic idea of radiomics [3]. Radiomics can be subdivided into feature-
based and deep learning-based radiomics and is usually applied to
routinely acquired imaging data, thereby allowing additional data
analysis at a low cost. Since radiomics features are either mathemati-
cally predefined (feature-based radiomics) or generated from the data
by training computational models (deep learning-based radiomics)
using semi- or fully-automated methods from advanced statistics and
machine learning, the results are more robust, reliable and reproducible
compared to the somewhat subjective and reader dependent clinical
evaluation. As mentioned above, the histomolecular characterization of
brain tumors is of paramount importance for treatment decisions and
prognostication. Radiogenomics, a subdiscipline of radiomics, aims at
the non-invasive prediction predominantly of molecular markers, ge-
netic mutations, or chromosomal aberrations, especially in situations
where tissue samples are not accessible [6].

2.1. Feature-based radiomics

Feature-based radiomics utilizes a set of mathematically predefined
features that are typically extracted from a segmented region-of-interest
(ROI) or volume-of-interest (VOI). After feature extraction, a subset of
relevant features is determined by feature selection algorithms to avoid
overfitting and to generate robust and generalizable predictive models.
It should be noted that improper feature selection can also lead to
overfitting. For example, if the feature selection is performed based on a
very homogenous dataset (same scanner and acquisition protocol), the
selected features may not be relevant in other settings. Consequently,
using heterogenous datasets (different scanners and acquisition proto-
cols) for feature selection reduces the probability for selecting only
locally relevant features, hence, the risk of overfitting. As the calculated
features are defined independently from the data, feature-based
radiomics does not necessarily require big datasets, and the computa-
tion time is usually low. Also, since the features and their mathematical
definitions are known, an interpretation of a biological analogy is
conceivable. However, most of the extracted features are quite com-
plex, i.e., a direct link between textural parameters and a physiological
or pathophysiological meaning or interpretation is difficult or even not
possible through human perception. The most critical processing steps
in the feature-based radiomics workflow are summarized in the fol-
lowing.
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2.1.1. Image pre-processing

The main objective of radiomics is the generation and use of
quantitative features from medical images [1-5]. Furthermore, the
extracted features and the generated models should be reproducible
and generalizable, especially if data from different scanners and dif-
ferent acquisition protocols are used, which is often the case in clinical
routine. To achieve these goals, several pre-processing steps have to be
performed. Typical pre-processing steps for radiomics analyses include,
but are not limited to, intensity normalization, spatial smoothing,
spatial resampling, noise reduction, and corrections of MRI field in-
homogeneities [7-9].

2.1.2. Tumor segmentation

For brain tumors, both gliomas and brain metastases, segmentation
is usually performed manually on MR or CT images in clinical routine
for the planning of radiotherapy or the volumetric assessment of
therapy response. Manual, three-dimensional segmentation of brain
tumors, including areas of contrast enhancement, necrosis, and peri-
focal edema, is laborious and time-consuming. Since the segmented
tumor forms the basis for the feature-based radiomics analysis, the
contours directly influence the results of the radiomics analysis. To
overcome this issue, several algorithms using machine learning tech-
niques, including textural feature analysis and deep learning-based
methods, are being developed currently and evaluated for the auto-
mated detection and segmentation of brain metastases as well as
gliomas [10-15]. However, although these tools can already be used to
support tumor segmentation, their reliability and added value still have
to be proven before becoming part of clinical routine ultimately.

2.1.3. Feature extraction

Different types of quantitative features can be extracted from
medical images, most of which reflect tumor heterogeneity. Although
hundreds of features can be computed that slightly differ in the way
they are mathematically defined, features are usually clustered in four
subgroups:

i) Shape features represent geometric relations and properties of the
segmented ROI or VOI, such as the maximum diameter, maximum
surface area, volume, compacity, or sphericity [7].

ii) First-order statistics features or histogram-based features use the image
intensity distribution represented by histograms that characterize
the distribution of individual pixel or voxel intensity values within
the segmented ROI or VOI, without considering their spatial or-
ientation and relationship. Typical histogram-based features are
mean, median, minimum, maximum, entropy (randomness), uni-
formity, asymmetry (skewness), or kurtosis (flatness) [2].

iii) Second-order statistics features or textural features quantify the in-
tratumoral heterogeneity. Textural features represent statistical
relationships between intensity levels of neighboring pixels or
voxels or groups of pixels or voxels. Textural features are not di-
rectly computed from the original image, but from different de-
scriptive matrices that already encode specific spatial relations be-
tween pixels or voxels in the original image. The most prominent
matrix for texture analysis is the gray level co-occurrence matrix
(GLCM) [16]. The GLCM represents the number of times that two
intensity levels occur in neighboring pixels or voxels within a spe-
cific distance along a fixed direction. Based on the GLCM, several
textural features can be calculated, such as contrast, energy, cor-
relation, homogeneity, variance, dissimilarity, cluster prominence,
cluster tendency, and maximum probability. The neighborhood
gray-level different matrix (NGLDM) corresponds to the difference
of intensity levels between one voxel and its 26 neighbors in three
dimensions. Among others, the textural features coarseness, con-
trast, and busyness can be computed from the NGLDM [17]. The
gray-level run-length matrix (GLRLM) encodes the size of homo-
genous runs for each image intensity [18]. Based on the GLRLM,
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features such as short-run emphasis (SRE), long-run emphasis
(LRE), low gray-level run emphasis (LGRE), high gray-level run
emphasis (HGRE), or run percentage (RP) can be extracted. Several
other matrices encoding certain spatial relations between image
intensities in the original image exist, from which a large number of
textural features can be computed [16].

iv) Higher-order statistics features are computed by statistical methods
usually after the application of specific mathematical transforma-
tions (filters), e.g., for the identification of repeating patterns, noise
suppression, edge enhancement, histogram-oriented gradients, or
local binary patterns (LBP). The applied mathematical transforma-
tions or filters include Laplacian transforms of Gaussian-filtered
images (Laplacian-of-Gaussian), wavelet or Fourier transforms,
Minkowski functionals, or fractal analysis [9].

2.1.4. Feature selection

The extracted quantitative features are not equally important for the
generation of a predictive or prognostic model from the imaging data.
Most of the features are either constant, redundant, duplicated, irrele-
vant, highly correlated, or contribute to overfitting of the data, which
renders the dependent model highly sensitive to image noise.
Overfitting describes a methodological mistake in which a generated
model corresponds too closely or even matches the analyzed set of
(imaging) data. Overfitting results in perfect classification accuracy on
the very dataset that has been used for training, but renders the model
too specialized to classify new or additional imaging data or reliably
predict future observations. One way to lower the risk of overfitting is
to perform feature selection before model generation [5]. Several fea-
ture set reduction techniques are commonly used in radiomics, which
can be classified into supervised and unsupervised feature selection
techniques [19]. Unsupervised feature selection techniques do not
consider class labels and simply aim at removing redundant features
from the feature space. The two most commonly used methods for
unsupervised feature selection in radiomics are principal component
analysis (PCA) and cluster analysis [5]. Although these methods reduce
the risk of overfitting, they usually do not result in the optimal feature
subset.

In contrast, supervised feature selection techniques take the relation
of the features with the class labels into consideration, leading to fea-
ture selection based on their contribution to the classification problem,
i.e., the features that contribute most to differentiate between the
groups are preferred. There are three commonly used methods for su-
pervised feature set reduction:

i) Filter methods (univariate methods) test the relation between
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features and labels without considering their redundancy, i.e., the
correlation with each other. Commonly used filter methods include
but are not limited to the Wilcoxon rank sum test, the Fisher score,
the Chi-squared score, the Student's t-test, or the minimum re-
dundancy maximum relevance. Although filtering methods are
commonly used for feature selection, correlations and interactions

between the features are not considered. [20,21]

Wrapper methods (multivariate methods) overcome this limitation

by investigating the entire feature space, taking into account feature

relations to others in the dataset. Here, a predictive model is used to
score the performance of a subset of features. Each new subset of

features is evaluated based on the quality of the performance of a

given algorithm. Wrapper models are computationally intensive

because they aim to find the subset of features that results in the
best performant model. Therefore, wrapper methods are also called
greedy algorithms. Prominent examples for wrapper methods are
forward feature selection, backward feature elimination, exhaustive

feature selection, or bidirectional search. [20,21]

iii) Embedded methods perform the feature selection process within the
construction of the machine learning model itself, i.e., the best
subset of features is selected during the training of the model.
Thereby, embedded methods combine the advantages of filter and
wrapper methods. Since the interaction of features is taken into
consideration, embedded methods are more accurate than filter
methods, faster than wrapper methods, and less prone to overfitting
the data. Commonly used embedded methods are ridge regression,
tree-based algorithms such as the random forest classifier, or the
least absolute shrinkage and selection operator (LASSO) [20,21].

ii

(=

2.1.5. Model generation and evaluation

After feature selection, a mathematical model for the prediction of a
known, underlying ground truth such as a particular genetic mutation
or presence of tumor recurrence rather than treatment-related tissue
changes can be built. In machine learning, several algorithms can be
used to generate predictive models, depending on the purpose of the
study. The most popular algorithms in radiomics are linear and logistic
regression, decision trees (e.g., random forests), support vector ma-
chines, neural networks, and the Cox proportional hazards model in
case of censored survival data. Generating the models and testing their
performance on the same dataset is a methodological mistake that also
leads to overfitting. A model that would simply repeat the labels of the
training data would, of course, achieve a perfect classification result on
the same data but will ultimately fail to predict anything useful on yet-
unseen data. Consequently, in supervised machine learning, the avail-
able dataset is commonly subdivided into a training dataset and a

TRAINING DATA

Validation
Dataset

Model
Evaluation

R

Tuning Model Parameters

Training of the Model

BEST MODEL

Fig. 1. Purpose of data splitting: The available da-
taset is divided into training data and test data. The
training data is further subdivided into a training
(green) and a validation dataset (yellow). The
training dataset is used to train the model, whereas
the validation dataset is used to evaluate the model.
If the model performance in the validation dataset is
not satisfying, model parameters can be tuned, and
another model is trained on the training dataset. This
process can be repeated until a model with an im-
proved performance is generated. Finally, the best
model is applied to the test dataset that ideally re-
presents real-world data. Importantly, the test dataset
should not be used for tuning the model parameters.
(For interpretation of the references to colour in this
figure legend, the reader is referred to the web ver-
sion of this article.)

TEST DATA

Final Model
Evaluation
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[ Training Dataset

[ 1 validation Dataset

Round 1 Round 2
Classification Accuracy:  86% 79%
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Round 3 Round 4 Round 10
89% 92% 74%

Final Accuracy = Averaged Classification Accuracy (Round 1, Round 2,..., Round 10)

Fig. 2. 10-fold cross-validation: The training dataset (green) is partitioned into ten subsets of equal size, and one subset is retained as validation data (yellow), while
the remaining nine datasets are used as training data. Afterwards, the process is repeated 10-times with each subset used once as validation data. The classification
accuracy from each iteration is then averaged to produce a single estimation of model performance (final accuracy). (For interpretation of the references to colour in

this figure legend, the reader is referred to the web version of this article.)

validation dataset using stratified sampling to ensure that the training
and validation dataset approximately have the same percentage of
samples of each class as the complete set (Fig. 1). The latter is especially
crucial for small or unbalanced datasets. After model training and va-
lidation, ideally, the model is finally applied to a third dataset, the so-
called test dataset. In the best case, the test dataset represents the data
the model would face when applied in clinical routine, i.e., data from
different institutions, scanners, acquisition protocols, or segmentations.
Therefore, the test dataset is the gold standard for evaluation of model
performance, robustness, and reliability. Importantly, the test dataset
should never be used for tuning the model parameters. However,
especially for small datasets, statistical methods such as bootstrapping
or cross-validation can be applied to estimate model performance
without an external test dataset (Fig. 2).

2.2. Deep learning-based radiomics

Deep learning-based radiomics uses artificial neural networks that
imitate the function of the human visual system and automatically
extract high-dimensional features from the input images at different
levels of scaling and abstraction. Deep learning-based radiomics is
especially useful for pattern recognition or the classification of high-
dimensional non-linear data [22].

The workflow is fundamentally different from the one described
previously. In deep learning-based radiomics, different network archi-
tectures, i.e., stacks of linear and non-linear functions, such as con-
volutional neural networks (CNNs) or auto-encoders are used to find
the most relevant features from the input data. A cascaded system of
single-layer neural networks is trained to learn and identify structures
in the image data that are relevant for classification without a prior
definition or selection of the features [23]. Further combinations of
these feature structures are then combined to generate features with a
higher level of abstraction. Finally, the extracted features can either be
further processed by the network for analysis and classification or leave
the network and go through the process of model generation similar to
the feature-based radiomics approach by using different classifiers such
as decision trees, regression models, or support vector machines. Of
note, since the networks generate and learn the essential features from

the data, feature selection is rarely performed, but in order to avoid
overfitting, techniques such as regularization and dropout of learned
connection weights are used. Since the features are highly correlated
with the input data, deep learning-based radiomics usually requires
larger datasets than feature-based radiomics, which limits its applic-
ability in neuro-oncological research, where the number of available
datasets is often limited. However, transfer learning is a method to
overcome this limitation by applying neural networks that have already
been trained for a different, albeit closely related task, e.g., a neural
network that was trained with imaging data for the automated seg-
mentation of gliomas might also be useful for the segmentation of brain
metastases [24]. By using the prior knowledge of the network, the
amount of data necessary to achieve consistent results, as well as the
computational demand, is reduced.

3. Applications of radiomics in Neuro-Oncology

Radiomics in patients with brain tumors is mainly based on the
analysis of conventional MRI. Several studies have investigated the
usefulness of radiomics for the differentiation of treatment-related
changes from tumor progression in patients with gliomas and brain
metastases, which is a clinical question of considerable importance.
Furthermore, several studies have also evaluated radiomics for the
classification as well as the molecular characterization of brain tumors,
which is of high relevance in light of the revised World Health
Organization (WHO) classification of tumors of the central nervous
system (CNS) from 2016. In this classification, the addition of mole-
cular markers to histology is recommended to define brain tumor en-
tities [25]. Furthermore, treatment strategies and decisions for glioma
patients are also predominantly based on molecular markers. In parti-
cular, the isocitrate dehydrogenase (IDH) genotype [26], the loss of
heterozygosity of the 1p/19q chromosome arms [27,28], and the O°-
methylguanine-DNA methyltransferase (MGMT) promoter methylation
status [29] are of high clinical relevance. For the determination of these
markers, tissue samples obtained from tumor resection or biopsy are
required. Therefore, a noninvasive method for the molecular char-
acterization mentioned above is of scientific and clinical importance.

In the following, critical findings of selected studies using feature-
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based, as well as deep learning-based radiomics in patients with brain
tumors are summarized. An overview of the discussed studies, the
central processing steps, and the key results are summarized in Tables
1-3.

3.1. Determination of WHO grades in patients with newly diagnosed
gliomas

Although the genotypic parameters are increasingly gaining im-
portance for the classification of brain tumors according to the revised
WHO classification [25], the initial phenotypical evaluation of tissue
samples by histology still plays an important role. Therefore, several
studies have investigated radiomics for the determination of WHO
grades in patients with newly diagnosed gliomas.

A study from Cho and colleagues [30] investigated the role of fea-
ture-based radiomics for glioma grading. They used 285 datasets from
the Brain Tumor Segmentation Challenge (BraTS) [31] comprising pre-
and post-contrast T1-weighted, T2-weighted, and fluid-attenuated in-
version recovery (FLAIR) MRI and extracted a total of 468 radiomics
features. Feature selection was performed by the minimum redundancy
maximum relevance algorithm followed by three different classifiers for
model generation. Five features were selected, and the random forest
classifier showed the highest area under the receiver operating char-
acteristic (ROC) curve (AUC) of 0.92 for evaluation of glioma grade
after 5-fold cross-validation. To account for differences in acquisition
parameters and scanner types used in clinical routine, Hsieh and col-
leagues [32] used intensity invariant MRI features, so-called LBPs, for
the differentiation of WHO grade IV glioblastoma from WHO grade II
and III gliomas in 107 patients. Contrast-enhanced T1-weighted MRI
scans from The Cancer Imaging Archive (TCIA) of the National Cancer
Institute (NCI) were used. Imaging features were calculated and com-
bined in a logistic regression classifier for tumor grading, and model
performance was tested using leave-one out cross-validation. The LBP
features achieved a high diagnostic accuracy of 93% (sensitivity, 97%;
negative predictive value, 99%; AUC, 0.94). Interestingly, the LBP
features were significantly better than conventional texture features
(accuracy, 84%; sensitivity, 76%; negative predictive value, 89%, AUC,
0.89)). However, this promising model lacks further validation on an
external dataset.

Tian and colleagues [33] used conventional MRI, diffusion-
weighted imaging (DWI), and perfusion parameters obtained from ar-
terial spin labeling (ASL) for glioma grading in a group of 153 patients.
Also, a support vector machine classifier was used for model genera-
tion, and model accuracy was determined by ROC analysis. The mul-
tiparametric model using texture information from all MR contrasts
yielded the highest AUC of 0.97 for the classification of WHO grade III
and IV and WHO grade II gliomas. A multiparametric approach was also
conducted by Vamvakas and colleagues [34]. Textural as well as his-
togram features were calculated from conventional MRI and advanced
MRI using perfusion-weighted imaging (PWI), diffusion tensor imaging
(DTI), and magnetic resonance spectroscopy (MRS). In total, 581 fea-
tures for each patient were obtained. After a support vector machine
classifier was applied for feature selection and classification, twenty-
one features were used for training and testing the classifier using
leave-one-out cross-validation resulting in an accuracy of 96% (sensi-
tivity, 96%; specificity, 96%; AUC, 0.96). The authors concluded that
especially multiparametric MRI combined with radiomics analysis
yields great potential for the pre-therapeutic classification of patients
with gliomas.

Pyka and colleagues [35] demonstrated the feasibility of amino acid
PET radiomics using the tracer 0-(2-['®F] fluoroethyl)-i-tyrosine FET for
the differentiation between WHO grade III and IV gliomas. Textural
features calculated from the GLCM in combination with the FET PET-
based metabolic tumor volume yielded a diagnostic accuracy of 85%.

Yang and colleagues [36] investigated the usefulness of deep
learning-based radiomics using CNNs for glioma grading in a group of
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113 patients based on contrast-enhanced T1-weighted MRI. Two com-
monly used CNNs (AlexNet and GoogLeNet) were explored. The pre-
trained GoogLeNet showed the best classification accuracy in the test
dataset (AUC, 0.94). This study demonstrates that transfer learning
using pre-trained CNNs can be useful for clinical decision-making in
patients with gliomas, especially when the number of available datasets
is low.

3.2. Prediction of the IDH genotype and the 1p/19q co-deletion status in
gliomas

The revised WHO classification of CNS tumors emphasizes the im-
portance of molecular parameters such as the IDH genotype or the loss
of heterozygosity of the 1p/19q chromosome arms for the classification
of gliomas [25]. This results in two heterogeneous groups of tumors,
which differ especially in their clinical prognosis [37]: IDH-mutant
gliomas, typically astrocytomas (without 1p/19q co-deletion) or oli-
godendrogliomas (harboring 1p/19q co-deletion), usually have a better
prognosis than IDH-wildtype gliomas, such as astrocytomas or glio-
blastomas. However, the determination of these parameters requires
tissue samples. Therefore, several groups have investigated the role of
radiomics for the non-invasive prediction of these important molecular
markers in patients with gliomas.

Shofty and co-workers [38] achieved an accuracy of 87% after 5-
fold cross-validation by an ensemble bagged tree classifier based on 152
radiomics features from conventional MRI for the determination of a
chromosomal 1p/19q co-deletion. Similarly, Han and colleagues [39]
used a random forest classifier to generate a radiomics signature based
on conventional MRI of 277 patients with WHO grade II and III gliomas.
The final model achieved an AUC of 0.89 in the training and 0.76 in the
test cohort and outperformed a model solely based on clinical para-
meters. Interestingly, a combined model using radiomics and clinical
parameters did not result in an improved prediction of the chromo-
somal 1p/19q co-deletion. Zhou and colleagues [40] used conventional
MRI data from a large multicenter trial, including more than 500 pa-
tients for the prediction of the IDH genotype and the 1p/19q co-dele-
tion status. After feature extraction, a random forest classifier was used
for model generation, and the final model was tested in another set of
MR images from TCIA and resulted in an AUC of 0.92 in the training
and the test cohort. For a subset of patients with IDH mutant gliomas,
another model was trained to predict the 1p/19q co-deletion status. The
model achieved a moderate AUC of 0.67 in the training and 0.69 in the
test cohort. Lu and colleagues [41] used conventional MRI data from
214 patients with malignant gliomas from TCIA. The test dataset con-
sisted of 70 patients with MRI data from different institutions. The IDH
genotype and the 1p/19q status could be predicted using a multi-level
machine learning model based on a support vector machine classifier
with diagnostic accuracies of 90% and 80%, respectively.

FET PET radiomics for the prediction of the IDH genotype was
evaluated by Lohmann and colleagues [42] in a cohort of 84 glioma
patients. Following feature selection, a simple two-parameter logistic
regression model could be identified that achieved a diagnostic accu-
racy of 80% after 10-fold cross-validation. A subgroup of patients was
examined on a high-resolution BrainPET scanner, which, due to its
higher spatial resolution and sensitivity, was expected to yield better
results in a radiomics analysis. Indeed, a subgroup analysis of the 28
patients examined on the BrainPET revealed the highest diagnostic
accuracy of 86% after 10-fold cross-validation. The results have to be
confirmed in a more extensive dataset.

LBP features extracted from T2-weighted MRI and DTI were used in
a study by Eichinger and colleagues [43] for the training of a CNN with
a single hidden layer. The IDH genotype could be predicted with high
diagnostic accuracy of 95% in the test dataset. Chang and colleagues
[44] trained a CNN on conventional MRI data from 259 glioma patients
from TCIA and extracted the relevant imaging features by PCA. Both,
the IDH genotype and the 1p/19q co-deletion status could be predicted
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with high diagnostic accuracies of 94% and 92%, respectively. Li and
colleagues [45] used post-contrast T1 and FLAIR MRI for the prediction
of the IDH genotype in a cohort of 119 patients with WHO grade II
gliomas. A CNN was used for tumor segmentation, and more than
16,000 features were generated for each case. Finally, a subset of 494
features was used in a support vector machine classifier yielding an
AUC of 0.96. Interestingly, the authors compared the results with a
feature-based radiomics approach, in which a significantly lower AUC
of 0.86 was achieved for the prediction of the IDH genotype.

3.3. Determination of the MGMT promoter methylation status in
glioblastoma

The methylation status of the MGMT promoter is of significant
clinical value to predict the response to alkylating chemotherapy in
patients with glioblastoma [29,46]. Consequently, several studies ap-
plied radiomics for the noninvasive determination of the MGMT pro-
moter methylation status.

Li and colleagues [47] predicted the MGMT promoter methylation
status in patients with glioblastoma from conventional MRI after cal-
culating more than 1700 radiomic features. The final random forest
classifier used a subset of six features and yielded an AUC of 0.88. Here,
the combination of radiomic features with clinical parameters did not
further improve the accuracy. Similarly, Xi and co-workers [48] ex-
tracted more than 1600 radiomics features from conventional MRI. The
final model achieved a diagnostic accuracy of 87% in the validation
dataset and 80% in the test dataset by utilizing a subset of 36 features.

Kong and colleagues [49] extracted more than 1,500 features from
2-['8F]-fluoro-2-deoxy-D-glucose (FDG) PET scans of 107 patients with
primary glioma. After feature selection by sequential application of the
Wilcoxon rank sum test and logistic regression with LASSO regular-
ization, five features were used for model generation using a support
vector machine classifier. The model achieved an AUC of 0.94 in the
training and 0.86 in the test dataset.

Chang and colleagues [44] predicted the MGMT promoter methy-
lation status based on conventional MRI from 259 glioma patients from
TCIA using a CNN with an accuracy of 83%. Three different residual
deep neural network (ResNet) architectures were compared in a study
by Korfiatis and colleagues [50] for the prediction of the MGMT pro-
moter methylation status. Conventional MRI data from 155 patients
was used, and the authors reported that the ResNet50, i.e., a ResNet
with a 50 layer architecture, showed the best performance with an
accuracy of almost 95% in the test dataset.

3.4. Evaluation of the proliferative activity of gliomas

Ki-67 is a marker of tumor cell proliferation, and its level of ex-
pression in brain tumor tissue samples is usually assessed by im-
munohistochemistry obtained from tissue samples. The evaluation of
the proliferative activity in gliomas using Ki-67 may be of value for
neuropathological differential diagnosis and treatment decisions.
Noninvasive methods for the assessment of Ki-67 expression levels are
currently under investigation.

Li and colleagues [51] used T2-weighted MR images from 117 pa-
tients with WHO grade II and III gliomas for this purpose. Using Ki-67
immunohistochemistry as reference, a radiomics signature comprising
nine features for the prediction of Ki-67 expression levels could be
identified, yielding an accuracy of almost 89% in the validation dataset.

Kong and colleagues [52] used FDG PET radiomics for the predic-
tion of Ki-67 expression levels. More than 1,500 radiomics features
were extracted from FDG PET scans from 123 patients with primary
glioma. Nine radiomics features were selected, and the final model was
constructed by a support vector machine resulting in a moderate ac-
curacy in the test cohort of 73%. However, the authors conclude that a
combination of FDG PET and MRI radiomics might increase diagnostic
accuracy.
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3.5. Differentiation of treatment-related changes from tumor progression in
patients with malignant gliomas

Early differentiation of neoplastic tissue from treatment-related
changes such as pseudoprogression is of considerable clinical relevance
in patients with malignant gliomas [53,54]. Pseudoprogression is
characterized by the occurrence of a progressive enhancing lesion on
MRI, usually within 12 weeks after radiotherapy or chemoradiation
with concurrent temozolomide chemotherapy in patients with malig-
nant gliomas, with a spontaneous improvement of MRI findings without
any treatment change [54-56]. Although several studies have already
demonstrated the value of amino acid PET as well as PWI for the di-
agnosis of pseudoprogression [54,57-59], radiomics might add addi-
tional information to improve the diagnostic accuracy further.

Kim and co-workers [60] used a multiparametric model in-
corporating conventional and advanced MRI (DWI and PWI) and
achieved an AUC of 0.85 in an external test dataset. The multi-
parametric model was superior compared to other models based on
single imaging contrasts. Similarly, Hu and colleagues [61] combined
PWI and DWI with conventional MRI for the differentiation of pseu-
doprogression from tumor progression in a group of 31 patients. The
generated support vector machine model used eight features and
yielded an AUC of 0.94 (sensitivity, 90%; specificity, 94%). Both studies
emphasize the value of multiparametric imaging for radiomics and
machine learning approaches in neuro-oncology.

Lohmann and colleagues [62] used FET PET scans from 35 patients.
After using two different segmentation methods to increase the number
of available samples artificially, the final logistic regression model used
three textural features and yielded a diagnostic accuracy of 92% in the
training dataset and 86% in the test dataset. Again, the model has to
prove its generalizability in a more extensive cohort study.

Jang and colleagues [63] developed a CNN that incorporated both
clinical and imaging features from post-contrast MR images from 78
patients. The network achieved an AUC of 0.83 in the test dataset. In-
terestingly, the authors also investigated the performance of CNNs so-
lely based on clinical or imaging features, which showed inferior per-
formances in both cases. A novel feature learning method based on deep
convolutional generative adversarial networks (DCGAN) and a CNN
(AlexNet) termed DC-AL GAN was recently introduced by Li and col-
leagues [64]. The set of discriminative features extracted from DTI that
was identified by the DC-AL GAN was used for classification by a
support vector machine classifier and yielded a diagnostic accuracy of
92% (AUC, 0.95) in the validation dataset.

3.6. Differentiation of treatment-related changes from local tumor relapse in
patients with brain metastases

Besides gliomas, the differentiation of tumor recurrence from
treatment-related changes is also of great importance in patients with
brain metastases, since patients with brain metastases are frequently
treated with stereotactic radiosurgery. Consequently, radiation injuries
(especially radiation necrosis) may not infrequently occur after radio-
surgery that are often indistinguishable from local brain metastasis
relapse using conventional MRI alone.

Zhang and colleagues [65] calculated 285 radiomics features from
conventional MRI data of 87 patients after gamma knife radiosurgery.
Since follow-up imaging data were also available, the authors could
also investigate feature reproducibility and identify a feature subset
with reproducible values. Additionally, changes in radiomics features
(delta radiomics) were evaluated for the diagnosis of tumor progres-
sion. Finally, the model built by an ensemble classifier yielded a diag-
nostic accuracy of 73% in the validation dataset. Unfortunately, no test
dataset was available. Peng and colleagues [66] extracted radiomics
features from conventional MRI data of 66 patients. The diagnostic
model was generated using the IsoSVM algorithm that performs both
features selection and classification [67]. The model yielded an AUC of
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0.81 (sensitivity, 87%; specificity, 65%). Interestingly, experienced
radiologists could only correctly classify 73% (sensitivity, 97%; speci-
ficity, 19%).

Lohmann and colleagues [68] performed a radiomics analysis on
multimodal FET PET/MRI data from 52 patients for the differentiation
of treatment-related changes from brain metastases recurrence. After
feature selection using the Wilcoxon rank sum test, logistic regression
models were generated for the combined FET PET/MRI feature set as
well as for each modality separately. The highest diagnostic accuracy
with an AUC of 0.86 after leave-one out cross-validation was achieved
by the combined FET PET/MRI model. Consequently, radiomics using
multimodal imaging seems to achieve higher accuracies than either
modality alone.

4. Conclusions

In summary, feature-based and deep learning-based radiomics is
increasingly evaluated in the field of neuro-oncology. Radiomics should
be considered as an additional source of diagnostic information that,
especially in combination with clinical, histopathological, molecular,
and conventional imaging parameters, has a great potential to sig-
nificantly improve the diagnostics and management of patients with
brain tumors.

Notwithstanding, most studies lack further validation of the gener-
ated models in more extensive, multi-institutional datasets, which
currently hampers the applicability and potential translation of these
machine learning techniques into clinical routine. Furthermore, there is
a need for standardization of image acquisition and the radiomics
analysis workflow. Although various software packages and algorithms
for feature extraction and data evaluation such as pyradiomics [69],
MaZda [70], and LifeX [71] are gradually becoming established, the
workflow used in most studies is still complex, often utilizing highly
specialized and self-tuned algorithms that prevent other researchers
from understanding the details, not to mention reproducing the results.
Consequently, the impact of different image acquisition protocols,
image reconstruction, or preprocessing parameters on the radiomics
signatures and the computed models warrants more consideration in
future studies.

Feature-based and deep learning-based radiomics have a great po-
tential to add important diagnostic information to many highly relevant
clinical questions in brain tumor patients. Fortunately, efforts to over-
come the limitations for clinical translation of this promising field of
research are currently ongoing.
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