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ARTICLE INFO ABSTRACT

Background: Excess brain cancers observed after computed tomography (CT) scans could be caused by ionizing
radiation. However, as scans are often used to investigate symptoms of brain cancer, excess cancers could also be
due to reverse causation bias. We used finite mixture models (FMM) to differentiate CT exposures that are
plausibly causal from those due to reverse causation.

Methods: Persons with at least one CT scan exposure and a subsequent diagnosis of brain cancer were selected
from a cohort of 11 million young Australians. We fitted FMMs and used the posterior probability to inform the
choice of exclusion periods. We validated our findings using a separate clinical dataset describing the time
between first symptoms and brain cancer diagnosis (pre-diagnostic symptomatic interval; PSI).

Results: The cohort included 1028 persons with a diagnosed brain tumor and exposed to a total of 1,450 CT
scans. The best-fitting model was a generalized linear mixture model using the exponential distribution with
three latent classes and two covariates (age at exposure and year of exposure). The 99th percentile classifier
cutoff was 18.9 months. The sample-size weighted mean of the 99th percentile of the PSI, derived from clinical
data, was 15.6 months.

Conclusions: To minimize reverse causation bias in studies of CT scan and brain cancer, the optimal exclusion
period is one to two years (depending on the choice of classifier). This information will inform the interpretation
of current and future studies.
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1. Introduction information on the reason or indication for performing the CT scan,

making it difficult to separate scans that are plausibly causal from those

Ionizing radiation is a well-recognized carcinogen, but uncertainty
remains about its effects in the low-dose range. [1] Some experts accept
that there is no threshold dose below which radiogenic cancer cannot
occur [2,3], although this is disputed by others [4,5]. Recently, follow-
up studies of large populations exposed to computed tomography (CT)
scans in childhood or adolescence have shown increased rates of leu-
kemia, brain cancer, and most other cancers [6-10]. However, as CT
scans undertaken shortly before cancer diagnosis are often part of that
diagnostic process, such CT scans (in general terms, “reverse causation
scans”) may bias risk estimates, especially at short intervals after CT
exposures. This has raised questions about how much of the association
of CT scan radiation with brain cancer is attributable to reverse cau-
sation [11].

Assessing the effects of reverse causation in epidemiological studies
is difficult. In large CT scan cohorts it is unusual to have detailed
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that are due to reverse causation. Another approach is to use exclusion
periods or exposure lagging to explore the likely impact of reverse
causation. For example, an exclusion period of one year, would delete
all exposures that occurred in the year before the diagnosis of brain
cancer. For exposure lagging of one year, the CT scan exposure date is
lagged by one year. Unfortunately, there is little evidence to support the
choice of an exclusion or lag period, and current practice uses arbi-
trarily chosen periods. In this paper we use data from the Australian CT
scan cohort to define an evidence-based exclusion period or lag period,
and we compare this with the results of a literature review of relevant
clinical data-sets. Although our analyses are of some relevance to the
related topic of cancer latency, a detailed analysis of latency is beyond
the scope of this paper.
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2. Methods

Our study used data from the Australian cohort of 11 million young
Australians aged 0-19 years and registered with Medicare (Australia’s
universal healthcare system); details of study design have been pre-
viously reported [8]. Briefly, the Australian Institute of Health and
Welfare linked records of all individual Medicare-funded services, in-
cluding CT scans, to any national cancer registrations for individuals in
the cohort; de-identified but linked records were accessed for the cur-
rent research. We selected persons from the cohort with a record of at
least one CT scan exposure between 1985 and 2005 who also hada
subsequent diagnosis of brain cancer between 1985 and 2012. Brain
cancers included in this study were high and low-grade gliomas (ICD-O-
3 codes 9380, 9440-9444, 9381-9384, 9400-9401, 9410-9411, 9420-
9421, 9423-9424, 9430, 9450-9451, 9460), medulloblastomas, primi-
tive neurectodermal tumors, ependymomas and chordomas (9372,
9390-9395). Clinical indication for individual CT scans are not included
in Medicare records.

Exposure was defined as a CT scan before the age of 20 years. The
interval period (L) is the time between the date of a CT scan exposure (j)
and the date of any subsequent diagnosis of first cancer (t):

L=t—j

In Australia, t is usually the date of the pathology report that first
confirmed the diagnosis of cancer [12].

2.1. Mixture model

Finite mixture models (FMMs) are used to model the probability of
an observation belonging to a particular group (determined by cate-
gories of an unobserved variable) termed a latent class. In this appli-
cation we seek to define the latent class of CT scans that are due to
reverse causation (and its complement, the latent class of CT scans that
are plausibly causal). We assumed a priori that the distribution of the
interval period between exposure and cancer diagnosis was an additive
sum of the two distributions: 1) reverse causation exposures (CT scans
to diagnose underlying cancer) and 2) potentially causal exposures (CT
scans for unrelated indications). We used an FMM and latent class
analysis, implemented in Stata 16.0 (College Station, Texas), to classify
CT scans based on the interval time L between CT scan and brain cancer
diagnosis. The posterior probability of being in each class was then used
to inform the choice of exclusion periods.

We fitted a generalized linear model with an exponential distribu-
tion for the interval times. We tested models with no covariates, with
age at exposure as a binary variable created using the median age at
exposure (<12.5 and > 12.5 years), and with year of CT scan as a
binary variable created using the median year of exposure (<1993
and > 1993). Class enumeration was performed by selecting the model
with the lowest Bayesian Information Criterion (BIC), as the final model
[13]. A sensitivity analysis was then performed to assess the robustness
of the model. The sensitivity analysis tested 1-4 classes, different
combinations of covariates, and various combinations of normal, log-
normal, Weibull, and exponential models. For example, a Weibull
model for the reverse causation class with an exponential model for the
causal class. Models were also fitted to various subsets of the data,
namely CT scans of the brain, and excluding extremity scans only in
sensitivity analyses.

2.2. Classifier

There are two methods of choosing a classifier used here. The
crossover method uses an interval time cutoff at which the posterior
probability of being classified in the late class is greater than the pos-
terior probability of being classified in the earlier, or reverse causation
class [14]. The 99th percentile method (a more conservative approach
trialled here) uses an interval time cutoff at which the posterior
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probability of being classified in the late class is greater than the 99th
percentile.

2.3. External validation using published clinical data

A narrative review of the literature based on a systematic search was
performed to create a clinical dataset describing the pre-diagnostic
symptomatic interval (i.e. the time from first symptom to diagnosis;
PSD).

We reviewed reports of the PSI for brain cancer using the EMBASE
and Medline search engines to measure the median PSI. We included
articles published in both French (1 article) and English, and the search
terms included “diagnosis AND delay AND tumor(s)” or “tumours”, and
“pre-diagnostic symptomatic interval”, similar to the strategy used by
Wilne et al. [15]. While not using the term “cancer” may have led to
missed articles, we found enough articles for our purposes. Reference
lists were searched for any missed studies. We searched articles pub-
lished from January 2007 to December 2015, as Wilne et al. 2007
performed a comprehensive systematic review of the literature from
previous years, finding a median pre-diagnostic symptomatic interval
ranging from 1 to 27 months, with the longest median symptomatic
interval occurring with biologically slow-growing tumors such as
gangliogliomas [15].

Our inclusion criteria were articles reporting primarily on children
and adolescents of less than 20 years of age and reporting on the PSI for
primary brain cancers. We excluded articles that did not report a mean
or median of the pre-diagnostic symptomatic interval. Articles re-
porting only on tumors of the head and neck (e.g., jaw, ear, eyes, nose)
or tumors of the cranial nerves (e.g., optic nerve or schwannomas) and
spine were also excluded.

2.4. Calculating percentiles of the PSI

The first step was to find the best-fitting underlying distribution of
PSI values. Only two studies [16,17] presented this data as a histogram,
allowing data extraction using WebPlotDigitizer [18]. We modelled the
data from these two studies using non-linear regression to find the best-
fitting probability distribution, using linear, logarithmic, inverse,
quadratic, cubic, power, and exponential curves. Once the distribution
was chosen, it could be used to calculate the cumulative density func-
tion and from this, percentiles. We chose the distribution with the best
visual fit that resulted in the highest r-squared values. In our dataset, an
underlying exponential distribution was found to be the best-fitting
underlying distribution.

The median (or the mean if the median was not reported) was used
to calculate the 99th percentile of the exponential distribution and its
cumulative distribution function. The cumulative distribution function
of the exponential distribution with a rate of A and for values of x
greater than or equal to zero is

FM)=1—e™ (€]

The rate parameter A of the exponential distribution is calculated
from the mean (u) and median (u!/2) using the following equations
(median or mean PSI in weeks is typically used here):

1

A= —
® (2)
n(2)

A=

/"1/2 (3)

Using the estimate of the exponential distribution’s rate parameter,
we calculate the 75th (Eq. 4; P;s), 95th (Eq. 5; Pys), and 99th percen-
tiles (Eq. 6; Pyo).

—log(0.25)

Prs=— @
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To summarize the data, a sample-size weighted mean of the P,s, Pos,
and Pgg was calculated. This information was used to validate the
choice of classifier (i.e. crossover vs 99th percentile).

With this new external clinical dataset, we modelled the 99th per-
centile of the PSI and compare this to the results of the FMM model to
assess clinical validity. A CT scan occurring before the onset of the
earliest symptoms or signs is unlikely to represent a CT scan associated
with the diagnostic workup. Thus, the distribution of the PSI can vali-
date the choice of FMM model classifier. We classify scans with an in-
terval time greater than the 99th percentile of the PSI (P99) as poten-
tially causal.

3. Results

The Australian Medicare cohort comprised 11,528,078 persons, of
whom 1,028 had a CT scan before the age of 20 and before the diag-
nosis of a brain tumor. The average age at diagnosis was 14 years with
an interquartile range (IQR) of 11. The range was 2 months to 46 years
of age at diagnosis. Overall, 274 brain cancers were diagnosed after the
age of 19. In those diagnosed before the age of 20 the median age was
11 (IQR 9). Of the 1,028 tumors, 605 were low and high-grade gliomas,
158 were medulloblastomas and primitive neurectodermal tumors and
the rest consisted of ependymomas, chordomas and neuroblastomas.
Meningiomas or CNS lymphomas were not included. In total there were
1,450 CT scans, of which 1,255 (87%) were CT scans of the brain. Of all
scans, 65% occurred within one year, and 62% within six months, be-
fore a diagnosis of brain cancer. The median interval period for all CT
scans was 4.7 weeks. The median interval period for CT scans of the
brain was 3.3 weeks.

3.1. Model fitting

A generalized linear mixture model using the exponential distribu-
tion with three latent classes and age at exposure and year of exposure
(dichotomized) as covariates was chosen as the best-fitting model be-
cause it had the lowest BIC (BIC = 2,048; see Table 1). This model
initially showed three underlying distributions (shown in Fig. 1), the
first two of which were collapsed into one (see below), representing the
reverse causation class. When modelled separately, the younger

Table 1
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Fig. 1. Histogram of CT scan interval time (years) densities by class after
classification. Class 1 (reverse causation class) were CT scans with a posterior
probability greater than 50% of being in class 1 (uses crossover classification
method). The final accepted model had three latent classes and two covariates
(age at exposure, year of CT scan), but classes were collapsed to two classes.
The first 5 weeks of scans are not included due to the large density of scans
during this time.

populations had three classes while the older age groups had two
classes (data not shown).

We cannot confirm what each of the three classes represents in the
younger group, but we believe the first class may represent mostly
urgent care scans (likely including diagnostic CT scans), the second
class may represent elective scans (including watch-and-wait CT scans
[19]), and the third class, unrelated scans. For the younger population,
we grouped the first two classes as one when describing the posterior
probabilities as these two classes were CT scans occurring in those
expected of having a brain cancer.

3.2. Means, medians, and upper 99th percentile

Table 2 reports the predicted mean, median, and upper 99th per-
centile of the interval period for each class. The mean, median, and
upper 99th percentile of the interval period for the first class was 1.6,
1.0, and 7.8 weeks, respectively. The mean, median, and upper 99th
percentile of the interval period for the second class was 10.4, 7.3, and
47.3 weeks, respectively. The mean, median, and upper 99th percentile
of the interval period for third class was 9.7, 6.7, and 44.6 years,

Comparison of models. The proportion (and 95% CI) of CT scans in each latent class is reported/shown. The basic model had no covariates. Models with one class
were those assuming no unobserved groups and were the worst-fitting models. The best-fitting model (lowest BIC) was the model with three classes with two

covariates.
Model Class BIC Class 1 Class 2 proportion Class 3 proportion Class 4 proportion
proportion
No covariates 1 6329 1,1 - - -
No covariates 2 2143 0.57 (0.55,0.6) 0.43 (0.4,0.45) - -
No covariates 3 2096 0.49 (0.45,0.54) 0.12 (0.09,0.16) 0.39 (0.36,0.42) -
No covariates 4 2110 0.17 (0,1) 0.32 (0,1) 0.12 (0.09,0.16) 0.39 (0.36,0.42)
Age at Exposure Only 1 6230 1(,1) - - -
Age at Exposure Only 2 2114 0.57 (0.55,0.6) 0.43 (0.4,0.45) - -
Age at Exposure Only 3 2108 0.5 (0.45,0.55) 0.09 (0.05,0.15) 0.41 (0.38,0.43) -
Age at Exposure Only 4 2129 0.5 (0.45,0.55) 0.09 (0.05,0.15) 0 (0,1) 0.41 (0.38,0.43)
Year of CT 1 6188 1(,1) - - -
Year of CT 2 2116 0.43 (0.41,0.46) 0.57 (0.54,0.6) - -
Year of CT 3 2137 0.43 (0.41,0.46) 0 (0,1) 0.57 (0.54,0.6) -
Year of CT 4 2112 0.39 (0.35,0.42) 0.03 (0.01,0.08) 0.14 (0.09,0.2) 0.44 (0.39,0.5)
Age at Exposure & Year of CT 1 6083 1(,1D - - -
Age at Exposure & Year of CT 2 2081 0.57 (0.54,0.6) 0.43 (0.41,0.46) - -
Age at Exposure & Year of CT 3 2048 0.52 (0.49,0.56) 0.15 (0.11,0.2) 0.33 (0.29,0.37) -
Age at Exposure & Year of CT 4 2106 0.48 (0.44,0.53) 0.11 (0.07,0.16) 0 (0,1) 0.41 (0.38,0.44)
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Mean, median, and upper 99th percentile of interval times (years) of CT scans in each latent class. In the chosen model (3 classes and two covariates) the mean
interval time for the first and second classes were similar (0.03 years vs. 0.2 years). In all models with more than one class, the last class is markedly different from all

the other classes.

Class 1 Class 2 Class 3 Class 4
Total Classes mean Median 9994 mean Median 9904 mean Median 99ty mean Median 99hos
1 3.00 2.08 13.81 - - - - - - - - -
2 0.05 0.03 0.22 6.99 4.85 32.21 - - - - - -
3 0.03 0.02 0.15 0.20 0.14 0.91 9.68 6.71 44.60 - - -
4 0.04 0.03 0.20 0.09 0.06 0.40 0.45 0.31 2.07 7.43 5.15 34.23
respectively. being in the potentially causal class does not reach 99% for several

3.3. Posterior probability classifiers

The crossover classification method found that interval time cut offs
were as follows: younger-early group: 8.7 months; younger-late group:
5.8; months; older-early group: 4.8 months; and older-late group: 3.3
months. This method indicates an exclusion period greater than or
equal to 8.7 months is appropriate.

The 99th percentile classification method found that interval time
cut offs were as follows: younger-early group: 18.9 months; younger-
late group: 15.0; months; older-early group: 8.1 months; and older-late
group: 6.8 months. This method indicates an exclusion period greater
than or equal to 18.9 months is appropriate.

Fig. 2 demonstrates the relationship between posterior probabilities
and interval times. The lines cross at the time when the probability of
being in the later class becomes greater than that of being in the earlier
class. While the crossover occurs around six months, the probability of
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months after the crossover and is different depending on age group and
year of CT scan.

A sensitivity analysis demonstrated stability for exclusion periods
less than or equal to 2 years, with even the simplest model suggesting
an exclusion period of less than 2 years. A 3-class model without cov-
ariates, or including only CT scans of the brain suggested an overall
exclusion period of 19.5 months. In addition, we excluded all persons
diagnosed with a cancer after the age of 19, and a tested a 3 class model
without covariates which suggested an overall exclusion period of 22.9
months.

3.4. Clinical perspective: percentiles of the PSI

In a separate complementary analysis of the time interval between
first symptoms and diagnosis we searched a total of 1,906 abstracts; 20
articles met the inclusion criteria. Table 3 lists the 20 studies reporting
PSIs for children diagnosed with brain cancers, with a total of 3,223
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Fig. 2. Posterior Probabilities. A = Young (< 12 years) and Early Period (< 1993), B = Older and Early Period, C = Young and Late Period, D = Older and Late
Period. The lines represent the probability of belonging to a particular class at a particular interval period. The posterior probability of being in the first two classes
(reverse causation class) decreases to less than 1 percent at 19 months (young group before 1993). This cutoff is as short as 6.8 months in the older group after 1993.
The dashed line is at 6 months. The crossover represents the time point when there is an equal probability of being in both classes.



Cancer Epidemiology 67 (2020) 101732

N.R. Smoll, et al.

(T'TET-0 ‘98uer) eoLRWY (£0z-1'0 [ev]
8°049¢€ ¥'¥2S (] SYJUOUI 'Z URIPI]A  JO S2IBIS pajiun sewo1[3 apeid-mo o8uer) s1eak 1/ URIPIN 8ST ST10T ‘Te 39 dIA0INRUIY
(21-0 9OD [ev]
v 4 SeOM { URIPIN epeue) AJuo sewolse[qO[MPIN  (8'% OI) STedA 'L UBIPAIN 9T 10T ‘T8 3@ Awremseurey
%t sewol[3 ape1d-y31y ‘950 SeUIo}Se[qO[[NpauI
g9 24l 9 0Z  SYIUOW G'T UBIPIAL ueder ‘05gg slowm) [[90 WL ‘9,87 sewor[3 apeid-mo s1eak 7'/ URIPIN  £ZT +102  [1+] ‘Te 30 eomyng
(%) seworukreydoruerd pue
(%€ 1) sewor3 ape1d-y31y (%/'Sg) sewoisejqo[mpaw 11>
€6 9'g S}99M 9'§ UBIPIAL 1d4A837 “(%G°£T) eWOI[3 9peIS-MO[ dIoM SIOWIN) UOUIIOD ISOIA o8ueI) s1eak Z'g URIPIIN 9SG  €£10T [o+] ‘Te 3 Ayeein
(2L~0 @3ue1) BILRWY (L1229
6'ST 88¢C 144 Sqjuowr 9 UBIP3]N  JO S3elS pajruf) sIoum) [[22 L3 [elueIdRNU] o3uer) sxeaf L' TT UBIPSIN 04 €10T [0Z] Te 30 1yIes
(+xS29M
1'£1-9'8 40D
0’8 V'L SY99M {°/ UBIPIAL Aoy, siowmny SNO USIpIIYD S9 €10C [6€] Te 10 zery
(€21-T'T ¥OD [8€]
€L [aa L9 sep £'9 UBIPI] Arer pajiodal JoN (11 90D OT UeIpPIN  IZT  €10C ‘[e 32 [UOISUIA
%01 ewowipuads ‘9,Ge euwO)SLIqO[NpaWL [21] Te 1@
) £0p 29 [AS S}99M Z'9 UBIPIA pueposs ‘9%G¢ ewofdonsy dnkoofid ‘stown) essoj 10L13sod  (£Sp AS) S12L 0S° L UBSIN 99  €10T ITWS-epauwe)]
(%€) srowmn)
1192 ura8 ‘(05€) sewouraaed (%g) seworduireydoruerd
pue (%8) sewol[3 apeId-ysry (%g1) sewowApuads (€220 [€]
yRan 9'¢cT $)oaM 9'ET UBIPIIA Auewian ‘(%0g) sewolse[qo[[npaul ‘(%6E) sewol3 apeid-mo o8uer) s1eak g'6 UBSIN 6/ E€10T ‘Te 19 SnauI[oON
(9140 d3uer) (s1e94 9T 03 [9€]
16 91 6 6t SY99M 6 UBIPIIA eISIUN], paitodal suoN  sypuowr g a8uer) sieak 91 > €9 2102 ‘Te 19 suepuey
s1ed4 0g
uey) 19p[o (%8 €1) syusned
(98—0 28uer) GZ ‘(s1834 1, 01 Yyuouwr
9'8 e 8 SYIUOW g UBIPIIN ©B2I0) INOS siowmn) [[20 wired [efueenu] [ d8uer) s1edk 0'€T URIPAIN 18T <TI0T [se] ‘Te 3@ 1yd
(0'87-1°0
a3uer p-0 YO Auewey (§°L1-6C
9'8 T61 8 SYIUOW (' UBIPIN  PUE PUBIDZIIMS AJuo seWOISE[qOMPIN o8uer) s1eak G4 ‘URIPAIN  $TT TI0Z  [¥E] e 30 1oqren
(s1eafk 6'9—( 23uer) (s1e94 £'9T 01 skep
(a4t 8'6S€ Ter SYIUOW €°¢ UBIPIIN  WOPSUDy pajyun %CT BUIOISE[QO[[NPAW ‘%7 BUI0IAD0MSY INA0[d 6T d3uer) sIedk 1'g UBIPDIN  6ET  CTOT [e€] Te 30 auiim
(€°59-+°0
a3uer {£'G1-6'C YOI
o1 €59 €6 [ a4 SY99M €6 UBIPIA QdURL] AJuo SewoISe[qO[NPIN (S YOI s1eah 9 wRIpIN 99T ¢T0T  [91] ‘e 3o Swselg
(09¢-1 23uer)
8'8 09¢ 18 SY99M T°g UBIPIN Aoy, siowmn} SND s1eah 07 > 78 1102 [z€] Te 10 uadaD
‘[ELIOJU)-RIJUT 9I9M SIOWN] [[B JO 948% A[UQ ‘siown) apeid
-MO[ 2I9M sIouwmn) [[e Jo JuadIad XIs-AIXIS ‘Sewolse[qo[npaw
(80T-10°0 28uer) Burpnpur ‘s1ouwm) [eULISP0II0NAU dANTWLId 9q (s1eak 81—0
'€ (4372 8°0€ sqpuow £/ Ued\ [9BIS] 0} PUNOJ AIOM 04/°'GT PUE SRWOI[3 d1om (%T9) sIowm) ISON 23Ul {6y (IS) STB9A g UBSIN  0€E  T10T [1€] 'Te 3 Aeys
7€ 6T < SY9OM € UBIPIIA ueder 981 BWOIAD0IISE ‘Opgg SIown) [euoLiquig s1eak g'G UBIPIN 09 0102 [0€] 'Te 39 rysedeyq
+'9 1°L6% 9'8 SY9aM Q'8 UBIA PUB[IOZIIMS Qur[prur erojusleidns pue ‘Teriojusjeidns ‘Teriojusleiyuy s1eak £'9 UBIPAIN SIE  600C [62] ‘Te 10 ey
(s)eoMm $11-0) sewoduruawW ‘siown) (90 wed ‘sewowdpuado (610 [8z]
L€ 9'¢1l y'e S8 SY99M '€ UBIPIIAL Auewrran ‘sewro)se[qo[npaw ‘sewor[d apeid-y3iy/-mog o8uer) ‘s1edk £8°9 UBSIN SHT 8007 ‘Te 30 909Ny
%C1
T'ST 92 202 S}oOM €07 UBIA Auewrron ewiowApuada ‘0p0E BWOISL[qO[NPIU ‘0p0F BWOIAI0IISY sredk T'Q UBdIN  0S 4002  [£2] ‘Te 3@ 1duioq
(syjeam)
(sy@am) JTuur| URIPOW  (SY99M) UBDWI
(stpuowr) 67  1addn pajrodoy payodoy panodey 1sd Anunop) uoned07/430701STH a8y U Iedx oy

‘MIIAJI whﬁumhvuz wﬂu ..wO muﬂ.ﬁwwm
€ dIqeL



N.R. Smoll, et al.

o
< 1 [ ]
® Py
L] ® pxs
[ ]
o | P
()
[ ]
»
2 [ ° ° fe)
Zo |
owN
=

Study

Fig. 3. Results of the literature review and the key result. The sample-size
weighted mean of the 99th percentile of the PSI (Pgg) was 15.6 months. The
horizontal line represents 2 years.

children included. All studies reported a mean or median age less than
20, and of those with reported age ranges, almost all reported the upper
range of age as less than 25 years. One included study had a median age
of 13 and an upper range of 44 years. All studies included children less
than 20 years of age (all measures of centrality below ten years of age).
Studies came from Europe (9), North America (3), Japan and South
Korea (3), Africa (2), Turkey (2), and Israel (1).

The median PSI reported from our literature review was 8.2 weeks
(IQR 4.8), or approximately two months. The sample-size weighted
means of the P75, P95, and P99 were 4.7, 10.1, and 15.6 months, re-
spectively.

Fig. 3 illustrates the estimated P;s, Pgs, and Pog based on the median
(or mean in three studies). The reported studies often pooled low- and
high-grade tumors. Of the five studies with a P95 greater than one year,
four studies had a high proportion of slow-growing tumors. Shay et al.
2011 included 66% low-grade tumors. Twenty-seven percent of the
tumors included by Wilne et al. 2012 were pilocytic astrocytomas.
Molineus et al. 2013 included 39% low-grade gliomas. Sethi et al. 2013
included only intracranial germ-cell tumors (known to have the longest
PSI). [20]

4. Discussion

Using an FMM, we found three latent classes, two of which were
deemed to represent the reverse causation class, and the other a po-
tentially causal class. The model suggests that CT scans occurring more
than one or two yearsbefore diagnosisbelong to a unique class, termed
here the "potentially causal" class of CT scans.

Overall, results from the data-driven FMM model were consistent
with clinical data (PSI data). The upper 99th percentile of the interval
time for the first latent class was approximately 18.9 months (reverse
causation class). Thus, 99% of CT scans belonging to the reverse cau-
sation class will have occurred within 18.9 months of diagnosis. Using
the crossover classification method, a cutoff of 8.7 months would in-
form the choice of exclusion periods. In the clinical dataset, the 99th
percentile of the PSI was 16 months, implying that a CT scan occurring
at least 16 months before the diagnosis of brain cancer is unlikely to
have been prompted by symptoms of underlying brain cancer.

The FMM 99th percentile classifier fits better with the 99th per-
centile of the PSI and thus we believe the that the application of an
exclusion period of two years may be better than one year as suggested
by the crossover classifier and sensitivity analyses.

This review was not performed to update the literature but rather to
create a dataset of clinical information to assess the validity of the FFM
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model. Other systematic reviews have obtained similar results to ours,
reinforcing the notion that CT scans occurring more than two years
from diagnosis are unlikely to represent reverse causation scans.
Brasme et al. 2012 found the median time to diagnosis for all brain
cancers and for high-grade gliomas alone to be seven weeks [21]. Using
the methods outlined above, the Pyg would be 47 weeks, or 11.6
months. Medulloblastomas had a median PSI of 7.9, which equates to a
Pgg of 52 weeks, or 13 months [21]. Benign or low-grade astrocytomas
had a median PSI of 19.5 weeks, equivalent to a Pggof 130 weeks, or 32
months [21]. Both the Brasme et al. 2012 and the review by Wilne et al.
2007 found that slow-growing tumors had longer PSIs [15, 21]. Thus,
these findings are consistent with those from the mixture model, which
show that CT scans performed more than two years prior to the diag-
nosis of cancer are unlikely to represent scans performed due to of
symptoms of underlying brain cancer. In fact, these studies suggest
exclusion periods as short as one year.

4.1. Strengths and limitations

The key strength of this study is that the Medicare dataset is truly
population-based. The Medicare dataset was linked to a cancer outcome
registry noted to be grade “A” according to the International Agency for
Research on Cancer (IARC)’s “Cancer incidence in five continents” [22].
In addition, we used clinical data to inform our choice of classifier.

This study is limited because we did not capture CT scans occurring
in persons after the age of 20. Thus, persons diagnosed with a brain
tumor after the age of 20 would only be in the potentially causal class
because their interval times will as long as their age at diagnosis minus
19. Another limitation is that 274 brain cancers were diagnosed after
the age of 19, which is slightly different to the narrative review that
included only persons diagnosed below the age of 20 years of age.

Another limitation is that we did not capture all CT scans occurring
in state-funded hospitals where radiology services were not funded by
the federal government through Medicare (Several public hospitals
operate a public-private model, where CT scans are billed to Medicare).
Thus, some CT scans occurring in children presenting to the emergency
department of a state hospital (i.e. after a seizure or signs of severe
raised intracranial pressure) would not be captured in the Medicare
records..

Exclusion periods are not intended to manage bias arising from the
latency period [23,24] which is the period between disease initiation
and start of the PSI. Exposures in the latency phase of cancer could be
potentially causal through the growth promotional effects of radiation
[25,26]. However, the focus of this study was to use exclusion periods
(or exposure lagging) to manage reverse causation bias in epidemio-
logical studies, and not to assess latency bias.

Overall, this analysis is robust because we used a large database
with a data-driven approach that is backed by clinical information. The
dataset (> 1000 persons with a CT scan and a brain cancer diagnosis) is
one of the largest collections of CT scan exposures and cancer diag-
noses, allowing for stable and accurate estimates. Although a number of
exposures and outcomes could have been missed, we do not believe that
this has invalidated our major conclusions.

5. Conclusions

Our finite mixture modelling suggests that an exclusion period of
one to two years following CT scan radiation will exclude almost all
cases of brain cancer attributable to reverse causation. This conclusion
is supported by an analysis of clinical studies reporting the intervals of
time between first symptoms and diagnoses of brain cancer.This in-
formation will be useful to epidemiologists defining exclusion periods
or lag periods for use in future cohort studies.
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